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Descripción

Las redes bayesianas son parte de los llamados modelos gráficos probabilísticos. Estos modelos mezclan conceptos de teoría de gráficas y de modelos probabilísticos y permiten descomposiciones de las distribuciones de probabilidad basadas en conceptos de independencia marginal y condicional. Una de las características de estos modelos es que pueden representarse gráficamente, lo cual puede ayudar a entender mejor un fenómeno.
Los modelos gráficos probabilísticos y redes bayesianas tienen múltiples usos:
· En primer lugar, pueden ser usados para entender las asociaciones entre variables, esto puede darse tanto en términos gráficos como probabilísticos. En este último caso, esto es a través de poder determinar las independencias marginales y condicionales que están detrás de las relaciones de las variables en un conjunto de datos.
· En segundo lugar, el gráfico en sí mismo puede ser de utilidad para entender como están relacionadas o la importancia de algunas variables. Por ejemplo, en el caso de un modelo no dirigido, podemos ligar el gráfico obtenido con conceptos de análisis de redes sociales para determinar cuáles variables son centrales. Por otra parte, en el caso de un modelo dirigido, podemos determinar el tipo de relaciones direccionales que mediante trayectorias dirigidas ligan a ciertas variables.
· En tercer lugar, podemos usar las redes bayesianas para obtener las probabilidades marginales de cada variable bajo el modelo o para asignar valores fijos a ciertas variables y ver cómo se modifican las probabilidades condicionado a estos valores dados. 
· En cuarto lugar, y ligado a la anterior aplicación, podemos usar las redes bayesianas como clasificadores, modelos que nos permitirían determinar a cuál categoría de una variable de tipo output (salida) existe más probabilidad de pertenecer cuando asignamos valores al resto de las variables.  
El objetivo de este curso es tener un panorama global de todos estos conceptos y aplicaciones.

Duración aprox.: 38 horas
 
1. Conceptos básicos de teoría de gráficas usados en redes bayesianas (aprox. 3 horas)
a) Gráficas no dirigidas: vértices y aristas 
b) Cliques, caminos, recorridos, trayectorias y conjuntos separadores
c) Gráficas dirigidas (digráficas) y DAG: Nodos padres, ancestros, conjunto ancestral, moralizar un DAG y d-separación
2. Conceptos básicos de probabilidad usados en redes bayesianas (aprox. 3 horas)
a) Probabilidad conjunta y marginal
b) Probabilidad condicional
c) Teorema y fórmula de bayes
d) Ejemplos
3. Modelos gráficos probabilísticos (aprox. 4 hrs.)
a) Clasificación y características generales: Redes bayesianas y de Markov
b) Redes de Markov
(i) Caso discreto: Modelos gráficos log-lineales y su relación con modelos loglineales y tablas de contingencia. Lectura de las independencias existentes a través de conjuntos separadores.
(ii) Caso continuo: Matrices de concentración y su relación con la determinación de un modelo gráfico basado en la distribución Gaussiana.
(iii) Ejemplos en software del caso continuo y discreto
4. Redes bayesianas: Generalidades (aprox. 1 hr)
a) Distribución de probabilidad local
b) Definición de red bayesiana
c) Fases de la modelación
d) Sistemas expertos: Definición y partes
5. Redes bayesianas: Ejemplos simples (aprox. 3 hrs + 2 hrs. Actividad Naive Bayes)
a) Motivación e ilustración de conceptos a través de un ejemplo con cuatro variables: dificultad de cálculo de las probabilidades marginales
b) Naive Bayes como un ejemplo de un clasificador o regresión que corresponde a una red bayesiana en el cual todos los nodos (inputs) son padres de un único nodo (output)
(i) Obtención de la distribución a posteriori: Asignación de valores en los inputs (evidencia) y obtención de la probabilidad asociada al output dada la evidencia
(ii)  Inputs discretos: Verosimilitud con distribución binomial bajo independencia condicional. Estimadores máximo verosímiles según la proporción de observaciones por categoría de input para un output fijo
(iii) Inputs continuos:  Verosimilitud gaussiana y estimadores máximo  verosímiles. Distribución a posteriori.
(iv)  Ejemplos
6. Redes bayesianas: Probabilidades marginales con y sin evidencia (aprox. 3 hrs)
a) Algoritmo en árboles de conglomerados.
b) Compilar vs propagar
c) Propagar evidencia
d) Ejemplos
7. Redes bayesianas: Aprendizaje estructural (aprox. 3 hrs + 2 actividades aprox. 4 hrs)
a) Obtención de parámetros (probabilidad local) cuando la red es conocida 
b) Puntajes disponibles: Verosimilitud, AIC y BIC
c) Métodos disponibles: 1) Basados en puntajes, Búsqueda ávida o Greedy search y basados en pruebas estadísticas de independencia, PC 
8. Redes bayesianas: Caso continuo (aprox. 2 hrs)
d) Repaso de regresión lineal simple y múltiple.
e) Red bayesiana:  Distribución de probabilidad local basada en múltiples regresiones lineales 
f) Ejemplo incluyendo aprendizaje estructural
9. Redes bayesianas como clasificadores (aprox. 4 hrs + Act. Naive bayes 2 hrs.)
a) Análisis supervisado: regresión vs clasificación
b) Máquina de inferencia, funciones de pérdida y riesgo empírico
c) Conceptos de sesgo y varianza y búsqueda de un equilibrio entre ambos
d) Conjuntos de entrenamiento y prueba
e) Validación cruzada
f) Naive bayes como clasificador
g) Ejemplos de redes bayesianas usadas como clasificadores
10. Redes bayesianas: Ponderación de la fuerza de las relaciones entre variables (aprox. 2 hrs + Act. Bootrstap aprox. 2 hrs)
a) Método Bootstrap
b) Aprendizaje estructural con ponderaciones basadas en método Bootstrap.

Informes: lumialearning@gmail.com
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